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Administrative
● Integrated session: thoughts?

– Last assignment. Share your cameras!
● Face detection assignment will be posted after 

class; it is due next Tuesday 
– let’s review it



Finishing up video analytics: 
Analog Keyhole Problems
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DARKLY is for only a limited threat 
related to the AKP

● Suppose you own devices with perceptual 
capabilities and want to be sure that the apps that 
use those capabilities don’t misbehave

● Darkly (@ 35:33 - 43:00)
● Trust includes

– device operating system
– the device hardware, including its perceptual sensors

● Trust does not include a third party application 
running on your device



Opaque References

● “the application will never have access to the raw pixels”
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Opaque References

● “the application will never have access to the raw pixels”

– opaque references

Local call, or forward to DARKLY?

https://www.youtube.com/watch?v=iRE67z7Gw0A


Opaque References

● “the application will never have access to the raw pixels”

any opaque references?



Declassifiers for privacy 
transformation

● “the application will never have access to the raw pixels”

– opaque references

declassifiers (e.g., sketching transform)





Trusted GUI and Storage

● “the application will never have access to the raw pixels”

trusted display



ibc for untrusted arbitrary 
computation

● “the application will never have access to the raw pixels” 
(mostly)

isolate untrusted code running on raw input



DARKLY is domain-specific

● Architecture is general in principle, but in practice lots of 
OpenCV specific tinkering required 

– “DARKLY exploits the fact that most OpenCV data 
structures for images and video include a separate pointer 
to the actual pixel data. For example, IplImage’s data 
pointer is stored in the imageData field; CvMat’s data 
pointer is in the data field. For these objects, DARKLY 
creates a copy of the data structure, fills the meta-data, but 
puts the opaque reference in place of the data pointer. 
Existing applications can thus run without any 
modifications as long as they do not dereference the 
pointer to the  pixels”



Its hard to make privacy transforms 
principled

● Not always clear what a system needs to perform its work, and 
manual intervention is problematic 

– “The sketch of an image is intended to convey its high-level 
features while hiding more specific privacy-sensitive details. A 
loose analogy is publicly releasing statistical aggregates of a 
dataset while withholding individual records.”

– May reduce performance in unexpected ways
– May reduce privacy in unexpected ways

● Not always intuitive what privacy protections are guaranteed 
by different transformations of visual input: sketching transform

● Example: Gaussian blur





New module: Database privacy



Hilda Schrader 
Whitcher is an 
employee at 
Woolworth.



075-05-1120 is an 
employee at 
Woolworth.
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redacted, but present in original



● Occupation: 
Professional Basketball 
player (NBA)

● Height:
– Muggsy Bogues: 5’3”
– Manute Bol: 7’7”

● Occupation, year active, 
height is an indirect 
identifier for these two



Newcombe’s version of Muggsy
● In English speaking countries, which of these has 

more distinguishing power?
– Zbigniew Zabrinsky
– John Smith

● Newcombe used odds ratios, with cutoffs used to 
indicate links

● Fellegi and Sunter: showed optimality under fixed 
upper bounds on the false link (match) rates and 
the false non-link (non-match) rates

See Peter Christen, Data Matching







● Pre-HIPAA
● “De-identified” 

hospital records
● Attributes 

included ZIP, 
DOB, gender





Governor William Weld, after his data was identified (dramatic reenactment)



● Pseudoidentifiers are built by combining 
attributes
– example from earlier in the semester web 

browsing?





● Pseudoidentifiers are build by combining attributes
● As a matter of US law, only records that are public 

are part of the body of information that can be used 
to assess “personally-identifiable information”

● But all bets are off if you’re trying to deanonymize 
using data matching: information gathering can be 
cumulative, building on itself

● Let’s look at how data integration works in more 
detail


