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Administrative
● Privacy Week!
● Reminder: we have one more integrated 

session after this one



Database Privacy?

“What’s a database, what kinds of database are 
we thinking about here, and what’s the privacy 
problem?”
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What is a constraint, informally?

Who would like to explain how we used 
statistics in the assignment to infer microdata? 
In what sense are the statistics “constraints?” 
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Why this?

“Who cares about databases with demographic 
attributes like age, sex, race, and marital 
status?”







smithsonianmag.com

https://www.smithsonianmag.com/history/what-did-apartheid-south-africa-look-180956945/




Demographics microdata is private and can lead to serious 
harm, so it can’t be released to the public. 

On the other hand, some of the benefits of that microdata can 
be had only if they or their products are released to the 
public.  

So we need a way to release statistical tables that resists 
attempts to infer the underlying microdata from the statistics.











Let’s do it!



from Kearns and Roth, Ethical Algorithms



● Is a statistical database that resists microdata 
reconstruction today via suppression protected 
forever?

● What might protection depend upon over time?



“input perturbation”







● How might the following aspects of a Randomized 
Response Technique affect (1) reduction in privacy risk; and 
(2) utility of the data:
– The size of the “tell the truth” region in the spinner (more 

generally, the probability that you’ll have to give a truthful 

answer in the protocol)
– The mode of administration (online in a locked down browser, 

online in your own browser, on a computer in a lab setting, in 
person over video conference, in person IRL)

– Whether the protocol for randomizing is a physical device, or a 
program you run locally on your computer, or on a remote server.



“subsampling”



● Occupation: 
Professional Basketball 
player (NBA)

● Height:
– Muggsy Bogues: 5’3”
– Manute Bol: 7’7”

● Occupation, year active, 
height is an indirect 
identifier for these two



Date of 
birth

Height … Income

x 01/09/1965 63 … 1.5M

“Probability of Muggsy is low”

Unlikely that 
Muggsy matches 
anybody else

a match probably 
means the record 
came from Muggsy --
Muggsy is re-identified

X1 := 
Date of birth

X2 := 
Height

… Xd := 
Income

Xd+1 := 
Diagnosis

x(1)

x(2)

⋮
x(r) 01/09/1965 63 … 1.5M Positive

⋮
x(n_D)

⋮
x(s) 01/09/1965 63 … 1.5M Negative

⋮
x(n)



All the mitigation techniques we’ve seen so far 
transform the released data. What about handling 
this with just policy---leaving the collected 
microdata unchanged, but restricting access to it, 
and developing policies to govern its use?

What do you see as the strengths and 
weaknesses of this approach, as compared to 
techniques for protecting privacy by transforming
released data?
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